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This report is part of a Rand study for NASA on the technology of 
communications satellites. It specifically concerns adaptive array 

antennas that appear to offer attractive solutions to the problems of 

operating earth receiving antennas which must share spectrum use with 

terrestrial services producing strong interfering signals. The earth 

receiving antennas continually adjust or adapt their patterns to pro- 

vide the best discrimination in favor of the wanted signal from the 

satellites. If the interfering signals are changing, or if the earth 

antenna is changing in orientation or location, it is important for 

the adaptive system to have an appropriate response--or behavior with 

time, which is the subject of this report. 
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The performance of two adaptive array schemes is analyzed, In 

scheme A the desired signal is specified by a beam-forming vector, 

in scheme W by a known pilot signal. In a stationary interference 

environment, if loop gains are high enough and the effective time 

constants are long enough, the weights in both systems will converge 

to values for which the output signal-to-interference ratio is maximurn. 

One result of the analysis is a criterion for choosing loop gain and 

time constants which should be useful in designing an AGC system, a 

practical necessity for both schemes, The A scheme converges somewhat 

more rapidly than the W scheme when parameters are adjusted for the 
same asymptotic performance. For the A scheme, the output signal-to- 

interference enhancement history during adaptation is found under the 

assumption that smoothing is sufficient to make weight fluctuations 
small and slow. For the W scheme, settling time varies inversely with 
pilot-to-interference power ratio. 

confirm the analysis. 
the narrow-band case. 

Digital simulation experiments 
The results presented in this report are for 
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I, PROBLEM BACKGROUND 

There a r e  c channels,  each de l iver ing  an output composed of a 

des i red  s i g n a l ,  a random channel no ise ,  and in t e r f e rence  from undesired 

s igna l s .  A scheme is required which auto t i c a l l y  forms t h a t  weighted 

average of t he  channel s igna l s  f o r  which t h e  output s ignal- to- interfer-  

ence r a t i o  i s  a maximum. 

derived,'l) but  some nota t ion  and d e f i n i t i o n s  a r e  needed t o  express t h e  

r e s u l t s .  

The required optimum weights a r e  e a s i l y  

A l l  signals are represented as c lex numbers. These may be 

viewed as h-phase  and quadrature components of band-pass s%K--- 

r e l a t i v e  t o  some nominal c a r r i e r  frequency. L e t  t h e  r e l a t i v e  magni- 

s of t h e  component i r e d  s i g n a l  i n  t h e  c 

odied in a row vec tor  r 5 (rlS e . .  r C ) "  These rela- 

t i v e  amplitudes and phases are assumed t o  be constant .  

are the outputs  of c i d e n t i c a l  antenna elements, then all ri have t h e  

e magnitude, which may be 

e s t a b l i s h  the unat of power, 

the phase angles J, 

cable  transmission delays.  

I f  t he  channels 

e 1 by using t h i s  common l e v e l  t o  

In t h i s  case each r = exp(iJ, ) e  where 3 j 
are comput l e  from a r r a y  and s i g n a l  geometry and 

j 

L e t  w = (wls ..., w ) be a row vector  of complex components and 
C 

let u = (uls 

s i g n a l  absent.  

uc) be the vector  of channel outputs  with t h e  desired 

The system output is defined by 

* 
B = u w  , 

w h e r e  * appl ied t o  any matrix denotes i t s  conjugate transpose.  

f i c t i t i o u s ,  and absent ,  des i red  s i g n a l  of u n i t  envelope power t h e  cor- 

responding signal output  power is 

For a 

* 2  s = I rw  I 9 

t w W e  the output i n t e r f e rence  power is 

'It is  r e a l l y  noise  p lus  in te r fe rence .  The abbreviat ion seems less 
clumsy and should cause no confusion, 



-2- 

* * *  * 
I = E{B 8 )  = wE{u u}w = wMw , 

which def ines  t h e  in t e r f e rence  covariance matrix M. 

From Ref. 1, the optimum weights are given by 

* * 
Mw = r  

and the re su l t i ng  optimum output S/L i s  

(3) 

( 4 )  

From the s a m e  re ference  (Chap. X, S e c t .  7) it follows that Eq. (5) is  

the  unique maximum of S/I. 
I n  t h i s  r epor t  two analog schemes f o r  solving Eq. (4) continuously 

are examined: 

on A and t h e  problem is t o  i nves t iga t e  the ac t ion  during t h e  process of 

adaptat ion.  

c lose  t o  equilibrium f o r  any given a r r ay  and in t e r f e rence  configurat ion.  

the A schemeC2) and the W scheme. (3) w i n  emphasis f a l l s  

A p a r t i c u l a r  goal  is  t o  p red ic t  the time needed to get. 
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11. THE A SCHEME AND ITS EQUATIONS 

Consider t h i s  block diagram: 

r* 

U 

Solid L i n k s  denote c channels, 

containing the output ,  B. T h e  is intended t o  suggest that a sum 

of products is formed, r a e l y  B = u w  In  x each input channel 

quant i ty ,  u i s  mul t ip l ied  by B. The * i nd ica t e s  that u is t o  be 

The das  d l i n k  is a s i n g l e  channel 

* * o  * 
ed. The box S contains  c i d e n t i c a l  smoothing filters. 

From inspect ion of the diagram, the weight vector  w s a t i s f i e s  

* * * *  
w = g[ r  - S(u uw ) ] .  

* 
It is no loss of gene ra l i t y  t o  assme tha t  f o r  any constant vec tor ,  r 

* * -1 * 
Sr = r  = S  x - ~  

This says only that t h e  smoothing f i l ters  pass constant inputs  ( the 

carrier frequency) unchanged and with uni ty  gain. 

t h e - i n v a r i a n t  f i l t e r s  is  representable  by 

A set of p r a c t i c a l  

S-' = 1 + ald/dt -I- d o e  akd k k  / d t  
(7) 
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with constant  coe f f i c i en t s ,  a f o r  t h e  s i n g l e  time constant f i l t e r  is 

( 8 )  
-1 S = 1 + -rd/dt. 

It follows that Eq. ( 6 )  is equivalent t o  

The weight vector  a t  any i n s t a n t  has an expected value which w i l l  -* 
be wr i t t en  w . Throughout this r epor t  it i s  assumed that t h e  smoothing 

i s  s u f f i c i e n t  t o  reduce the f luc tua t ions  of t o  values  s m a l l  r e l a t i v e  

t o  i t s e l f .  Under t h i s  assumption a good approximation f o r  t h e  r e s u l t  

of taking expected values  of both sides of Eq. (9) is  

Equation (10) descr ibes  the  mean d r i f t  of the weights and, i f  t h e  

weight f luc tua t ions  are small ,  it c l o  catibes the t r a j e c t o r y  of 

t h e  weights during t h e  adaptat ion process. I f  M r ins f ixed ,  Eq, (10) 

may be used t o  deduce the asymptotic equi l ibr ium value f o r  w, 
t -t m e  W e  expect a l l  de r iv  t i v e s  of c t o  tend t o  zero; hence the 

eventual equilibrium w s a t i s f i e s  (t = a): 

L e t  

-1-* * -* 
g w = r  - 

Clearly,  f o r  s u f f i c i e n t l y  h h g, Eq. (11) provides a good approxi- 

t i o n  t o  Eq. (4), so t h a t  t he  A scheme is capable of ge t t i ng  as  near 

t o  i d e a l  performance as desired.  

discover what g i s  required f o r  any given PI (i..e., f o r  any given a r r ay  

and i n t e r f e rence  environment); hwever ,  g can be chosen, Eq. (11) solved 

f o r  w, and then t h e  r e su l t i ng  w evaluated by subs t i t u t ing  i n  Eqs. (2) 

and (3) t o  f ind  S/I. 

T re i s  no obvious d i r e c t  way t o  
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111, WEIGHT DRIFT AND ACTIVITY IN NORMAL CHANNELS: SCHEME A 

From its form in an expression for real power, M is Hermitian, 
Furthermore, since channel noise never vanishes, M is positive definite. 
A unitary transformation P and a set of positive characteristic numbers 
A .  therefore exist for which 
1 

The transformation P permits the introduction of normal coordinates. 

The constant linear t ran formation, P ,  clearly commutes with s-~; 
hence, introducing 

g = r P  y = w P  

reduces Eq. c10) to 

which is a set of c independent equations. 

filter Eq, @) the olution of Eqe C13) is trivial once the initial con- 
ditions are chosen, Suppose the interference environment is established 
and then the scheme is turned on with filters initially empty. 

Gco) = gq, from the block diagram, and the solution for each component 

of Eq. (13) is 

FOK the ingle time constant 

Then 

- gqi 
YiCt) = - (14  1 l+E!xi 

~b asymptotic value of j is yi(-) = gqi/ (I+ghi) e i 
Let the input vector, u, a150 b transformed into v = UP, along 

with the transformation (12); then the basic equation ( 9 )  becomes 

-1 -1 * * * *  
g s y = q  - v v y  
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The transformed input  processes,  v,  now have t h e  diagonal covariance 

ma t r ix ,  A ,  and are uncorrelated.  The envelope power s t imulat ing the 

i t h  normal channel is 

* 
E{v.v 1 = Xi l i  

Two p r a c t i c a l  in te r fe rence  regimes may be dis t inguished.  In  t h e  

f i r s t  t h e r e  are fewer independent i n t e r f e r e r s ,  say n ,  than channels 

and only t h e  presence of a s m a l l  channel no i se  component keeps PI non- 

s ingular .  

namely t r a c e  (M) and trace (A) = C Ais are the same. 

noises  w e r e  set equal t o  zero,  t h e  ranks of M and A would become n < c 

and t h e  t o t a l  powers would represent  only t h e  in te r fe rence ,  For small 

channel no ise  powers tending: to zero,  n of the hi d i f f e r  negl ig ib ly  

from t h e i r  va lues  f o r  zero channel noise ,  w h i l e  t h e  remaining c - n 

values  of A tend t o  zeroe 

T h e  t o t a l  input  envelope powers i n  t h e  two coordinate systems, 

I f  t he  channel 

i 
From Eq. (14), t h e  e f f e c t i v e  time constant  i n  t h e  i t h  channel is 

T /  (l+gXi) ; thus one might 

be determined by the smallest Ai" 

yi(o) and Yi(W) e 

even though t h e  e f f e c t i v e  time constant  is only t h e  r e l a t i v e l y  big T 

of t h e  smoothing f i l t e r s ,  the assoc ted normal weights, y undergo 

neg l ig ib l e  average c b n g e  during adaptat ion.  In t h e  n o m 1  coordinate  

system these  w i l l  be r e fe r r ed  t o  as t he  "noise" weights, no ise  charac- 

ter is t ic  values ,  no ise  charnels, etc, The mise weights vary r e l a t i v e l y  

slowly but  by a neg l ig ib l e  mount ;  hence they u l t imate ly  have no prac- 

t i c a l  e f f e c t  on the  s e t t l i n g  time a t  a l l ,  a t  least so far as concerns 

p e c t  t h e  s e t t l i n g  time of the system to  

For the cam under considerat ion,  

u ld  be an  e r ro r .  To see t h  compare t h e  values  of 

For X near zero they are near ly  the  same; thus ,  i 

is 

weight d r i f t .  To f i n i s h  t h i s  a rg  n t  i t  is  only necessary t o  

demonstrate that t h e  noise  weights a l s o  have a negl ig ib ly  small f luc tua-  

t i o n  about t h e i r  mean d r i f t .  A de ta i l ed  argument is  given later;  how- * 
ever ,  t h e  conclusion is  obvious i f  one recalls that X = ECv.v.1 is t he  i 1 1  

envelope power i n  t h e  i t h  normal channel. The noise  channels thus have 

r e l a t i v e l y  neg l ig ib l e  input power and t h e i r  a c t i v i t y  w i l l  b e  corres- 

pondingly negl ig ib le .  
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The o ther  p r a c t i c a l  regime i s  character ized by a covariance matrix 

t h a t  would have f u l l  rank c even i f  there w e r e  no channel noise.  This 

i s  t r u e  i f  t he re  are a t  least as many independent i n t e r f e r e r s  as 

t he re  are adapt ive channels. For t h i s  case there  are no t i n y  noise  

c h a r a c t e r i s t i c  numbers, although p a r t i c u l a r  in te r fe rence  configurat ions 

can lead t o  a wide range of X Even i n  t h i s  case, however, t h e  argu- 

ments above suggest that the  s e t t l i n g  t i m e  of the  s y s t  

determined by t h e  smallest X but by me  (admittedly undemocratic) 

funct ion of a l l  of them, In p a r t i c u l  a s ince  a smal l  X corresponds 

t o  a normal channel with less input power, i ts  inf luence should be 

correspondingly less. The r e l a t i v e  contrjibutions are evaluated i n  the  

next  sect ion.  

* 

i' 

i 

i 

T h e  r e s u l t s  j u s t  obtained are no t  pecul ia r  t o  t h e  s i n g l e  resonator  

smoother. For higher order f i l t e r s  the same. arguments apply: a c t i v i t y  

e l  v a r i e s  with the input  power, Xis t o  t h e  channel. 

The t o t a l  d r i f t  of the mezm weight, Fi( t ) ,  between its i n i t i a l  and 

asymptothc values  w i l l  be 1, even though slow, f o r  one of t he  noise  

channels i n  the f i r s t  reg 

For higher order f i l t e r s  CEq. (7)) Eq. (13) beccmes 

f F l t e r s  are reg ded as i n i t i a l l y  empty, t h e . t r a j e c t o r i e s  of t h e  - 
mean weights, yi9 a f t e r  turn-on can be  found i n  var ious t ab le s  of Laplace 

transforms. Input Cr ht-hand s ide )  a s t e p  of magnitude gqi/(lfghi) 

and one wants t h e  inverse  transform of s-'[l =+ als/(1+gXi) + + 
1- 

* 
M sources s t rung along a ray from t h e  o r i g i n  and emit t ing statis- 

t i c a l l y  independent signals ore equivalent t o  a s i n g l e  such source of 
the same t o t a l  power. 
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IV, WEIGHT FLUCTUATIONS AND S / I  HISTORY DURING ADAPTATION: SCHEME A 

Define t h e  f luc tua t ion  component, x of the normal weight, yie by is 

- 
,y i  = yi + Xi-' 

The ensemble average output  i n t e r f e rence  compon t a t  any instant is 

The h i s t o r y  of the f i r s t  term of N ( t )  during adapta t ion  follows from 

Eq. (14) o r  a so lu t ion  t o  Eq. (13) in the case of higher order  f i l t e r s .  

A de r iva t ion  f o r  the second term of Eq. (17) begins w i t h  the con- 

j uga te  of the d i f f e rence  of Eqs. (15) and (13), namely 

o r  

where 

* 
si = vivi - Ai 0 

Equation (18) e x h i b i t s  xi as the output  of a f i l t e r  whose input  ( r igh t -  

hand side) has a much more rap id  f luc tua t ion ,  due t o  t h e  f a c t o r s  v and 

B ,  than %he weights,  y f s  or t h e i r  f l uc tua t ions ,  x The f a c t o r s  v and 

s f l u c t u a t e  rap id ly  about zero,  while the y 

t i o n  a comparatively slow and s m a l l  f l u c t u a t i o n  about t h e i r  means, y II 

The right-hand s i d e  of Eq. (18) m y  t he re fo re  be approximated by replac-  

ing y j  by yj. The r e s u l t i n g  approximation 

- 
i" 

have in p r a c t i c a l  app l i ca -  
j - 

j 
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i s  v a l i d  as long as 

Mow assume t h a t  t h e  input  processes v are a l l  Gaussian. The 
i 

f a c t  that the  vi are uncorrelated then implies  t h a t  they are indepen- 

dent  and hence that the terms on the right-hand s i d e  of Eq. (19) are * * 
i k  1 i i  k 

Therefore t h e  input  power is t h e  sum 

uncorrelated.  For example, E{u v 6 . 1  = 0 because v s and v are 

independent and have mean zero. 

of the powers of t h e  separa te  terms. 
*- 

The  power of v v y is  f k k  

For a Gaussian v i 

hence the t o t a l  power on the right-hand s i d e  of Eq. (19) is  

-1 For s i n g l e  time constant  f i l t e r s ,  S = 1 i- .rd/dt, and the operator  

on t h e  l e f t  s i d e  of Eq. (19) i s  equivalent  t o  

which is  a combination of a gain f a c t o r  and moothing with e f f e c t i v e  

time constant  

T 
' c =  i 1 i- gXi 
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I f  a series of independent pu lses  w i t h  mean zero and power P is  

smoothed with t i m e  constant  T 

power is B = p m i ) -  I f  w e  assumes for t h e  adapt ive scheme, ou t  i n  
that T r ep resen t s  the f i l E e r  t h e  cons tan ts  i n  u n i t s  of independent 

input  pu lse  t imes,  then we may apply t h i s  r e s u l t  t o  Eq. (19). I n  an 

analog r e a l i z a t i o n ,  t h e  e f f e c t i v e  number of samples averaged, rep lac ing  

2.r is  t h e  r a t i o  of input  bandwidth t o  smoothing f i l t e r  bandwidth, 

I n  a d i g i t a l  r e a l i z a t i o n ,  t h e  e f f e c t i v e  number of samples averaged is 

the a c t u a l  number of samples averaged, as long as the sampling f r e -  

quency does not  exceed twice the input  bandwidth. 

frequency is  higher ,  i n  a d i g i t a l  r e a l i z a t i o n  t h e  e f f e c t i v e  number of 

samples averaged is the a c t u a l  number averaged times twice the  input  

bandwidth divided by the sampling frequency. Taking the ga in  f a c t o r  

i n t o  account as w e l l ,  w e  have 

i n  
(measured i n  pu l ses ) ,  then the  output i 

is 

I f  t h e  sampling 

I f  Eqs. (22) and (17) are now combined, the r e s u l t  f o r  s i n g l e  time 

constant  smoothing is  

N(t) = y A y * [ l  4- E]  

where 2 

2 - -* c AilPil 
yAy = g2 c 2 (24 1 

i=l (1 -i- gXi> J I 

is the in t e r f e rence  output power tha t  would be produced during adapta- 

t i o n . i f  the weights simply followed their mean d r i f t  exac t ly ,  and 

2 2  
C g A, 

is t he  average f r a c t i o n a l  excess output i n t e r f e rence  power t h a t  can be 

expected due t o  the slow f l u c t u a t i o n s  i n  the weights,  
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The s i g n a l  output power is S = A2 = Iwr*I2 = lyqft12. Its expected 

v a r i a t i o n  during adapta t ion  follows from E q .  (14) and i s  

Two important s p e c i a l  po in t s  on the  t r a j e c t o r y  Eq. (26) are 

S ( 0 )  = g c lqi, 2 1  i-1 
' 2  l 2  = g2c2 

and 
2 

2 
= A (-) e 

* 
Equation (23) follows from t h e  f a c t s  that rr = c and P i s  un i t a ry .  

Equations (26) and (24)  provide the expected behavior of s i g n a l  

and in t e r f e rence  outputs  during adapta t ion ,  while Eqs. (23) and (25) 

indicate how much the output i n t e r f e rence  may f l u c t u a t e  due t o  the  

f i n i t e  smoothing times. 

It is  i n t e r e s t i n g  t o  no te  that t h e  f r a c t i o n a l  excess, E,  is  inde- 

pendent of time and involves  only 8 %  T~ and the A i "  

E{ ] A i l  I s  and hence E,  have been computed on the  assumption (Eq. (20))  

that the  weight f l u c t u a t i o n s  are small cornpared t o  the  weights them- 

se lves .  Ln an app l i ca t ion  it w-U.1 presumably also be wished t h a t  t h e  

s l o w  f l u c t u a t i o n s  in output  i n t e r f e rence  power s t a y  small compared t o  

the asymptotic average output  i n t e r f e rence  power, 

case if E i s  kept  reasonably below 1, I n  Sect ion V I  E is used t o  

determine s u i t a b l e  bounds on g and T .  

Also note  that 
2 

This w i l l  be t h e  

These r e s u l t s  a l s o  complete the  v e r i f i c a t i o n  of t he  observat ion,  

i n  the preceding sec t ion ,  that the  e f f e c t s  of t h e  "noise" channels 

are n e g l i g i b l e  during adaptat ion.  
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V, ILLUSTRATIVE CASES: SCHEE A 

A d i g i t a l  s imulat ion of s eve ra l  cases confirms the  preceding 

r e s u l t s ,  In  t h i s  s imulat ion a l l  sources emit complex random numbers 

d i s t r i b u t e d  over a square centered a t  t h e  o r i g i n  and p a r a l l e l  t o  t h e  

axes. The s i z e s  of t h e  squares are et so each source produces the  

spec i f ied  envelope power. Such ources are f a r  from Gaussian; how- 

ever ,  s ince  t h e  scheme depends only on sums and products of s igna l s ,  

i t  should s u f f i c e  t o  match source powers t o  those i n  t h e  t h e o r e t i c a l  

ca lcu la t ions .  The experiments bear t h i s  ou t .  

For a l l  of t h e  following cases the in t e r f e rence  comes from f i v e  

sources a t  azimuths 0 ,  72 ,  144, 216, and 288 deg and angles  down from 

zeni th  of 91,25, 87.5, 93.75, 85, and 90 deg, respec t ive ly .  The 

des i red  source i s  a t  the zeni th .  Each i n t e r f e r i n g  source has u n i t  

power. For cases EG5A, EF5A, and ED5A t h e  n o i  e power i s  per 

channel, t h e  ga in  is 1000, and the f i l t e r  time cons tan ts  are 150,000, 

For t h e  case DD4 the  values  are 10 10,000, and 1,500,000. -6 

CASE EG5A 

There are p e i x  elements equal ly  spaced on a circle of r ad ius  0.5 

wavelength p lus  a seventh element at the center  of the circle. The 

parameters f o r  the normal channels are s r i z d  i n  Table 1. 

Table 1 

NORMAL PARAMETERS FOR CASE EG5A 

0.000000 

0.000024 

0 e 000029 

0 9 000000 

0.000000 

3 -39  

3.12 
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Table 1 i l l u s t r a t e s  and confirms the a s s e r t i o n s  about no i se  

channels f o r  the case when there are more channels than independent 

sources of in te r fe rence .  The heading li denotes t h e  e f f e c t i v e  t h e  

cons tan ts  

T 
T =  i 1 + gAi 

The  i n i t i a l  cont r ibu t ions  t o  output no i se  ( in te r fe rence)  come mainly 

from normal channels 2 and 3, while t h e  u l t imate  output no ise  comes 

mainly from t h e  noise  channels 6 and 7, 
the cont r ibu t ions  from the no i se  channels remain v i r t u a l l y  unchanged 

by the adaptat ion.  For these  channels no s i g n i f i c a n t  change is neces- 

s a ry  and none occurs;  thus t h e  very b ig  e f f e c t i v e  time cons tan ts  

(148,000) are harmless. Notice also t h a t  t h e  normal beam-forming 

vec to r ,  qi, has most of i ts  weight i n  t h e  no i se  channels and that they 

con t r ibu te  most of t h e  u l t  

Notice that, as expected, 

t e  output s i g n a l ,  A(=). 

This case wa simulated f o r  1000 independent sample vec to r s  from 

a l l  sources.  

h i s t o r i e s ,  

vec tor ,  w, at any i n s t a n t  le) i n  t h e  course of t he  simulation and 

evaluat ing it w i t h  the fo 

Table 2 lists t h e o r e t i c a l  and experimental output S / I  

The e x p e r b e n t a l  S / L  io obtained by taking t h e  weight 

Table 2 

S/I HISTORIES FOR CASE EGSA 

t 1 Theory I Simulation 

0 
5 0  

100 
150 
2 00 
250 

11.6 
34.3 
54.5 
57 .9  
58.0 
58 .0  

11.6 
30.2 
48.6 
53 .1  
55.9 
57.2 



-14- 

The weight vec tor ,  w, f l u c t u a t e s  slowly, A snapshot of w, a f t e r  the 

system has s e t t l e d ,  y i e l d s  a random wector whose expected value i s  w. 
It is the re fo re  appropr ia te  t o  compare Eq ,  (28) with t h e  t h e o r e t i c a l  

S / I ,  omit t ing t h e  e f f e c t s  of weight f luc tua t ions ,  

s l i g h t  extra degradation caused by t h e  weight f luc tua t ions ,  t h e  values  

of Eq. (28) fo r  a series of samples should be used t o  es t imate  the  

add i t iona l  no i se  component. 

To v e r i f y  t h e  

* 
This has not  been done. 

The t h e o r e t i c a l  output  S/I is 58.3 dB for t h i s  case i f  t h e  weights 

are f ixed  at  t h e i r  u l t imate  average values .  Welght f luc tua t ion  f o r  

t h i s  case introduces a t h e o r e t i c a l  degradation of 0.5 dB, giving the  

es t imate  of 57,8 dB f o r  performance a f t e r  s e t t l i n g .  Between samples 

250 and 1000, snapshots w e r e  taken every 50 5 les. The range of 

S / I  w a s  from 57.1 t o  58.1 dB. 

CASE EF5A 

T h e  a r r a y  coraol. ts of six elements. T h e e  are equal ly  spaced 

around a circle of r ad ius  0.6 wavelength, wi th  a fou r th  a t  t h e  center .  

The remaining two lie a t  0.5 wavelength i n t e r v a l s  above the  cen te r ,  

T h e  two t a b l e s  which fol low 5 rize computed and measured performance. 

Table 3 

NORMAL PARAMETERS FOR CASE EF5A 

q_ 

i 

1 

2 

3 '  

4 

5 

6 

18 - 9  

6 . 9  

3.6 

0.61 

1.0144 

1 e 000010 

7 i 

8 

22 

42 

24 6 

9767 

149 000 

2 lSil 

0.175 

1.83 

0.045 

1.22  

0.066 

2.67 

3.3 

12.6 

0.16 

0 -74 

0.00095 

0 e 000026 

' -6 

< T  
0 * oop002 

0.000004 

0.000026 

0.000009 

0 000264 

0.000013 

0 e 0020 

0.0043 

2.64 

* 
It should be poss ib le  t o  estimate this from the  set of S / I  

achieved with t h e  last n snapshots taken. See your s t a t i s t i c i a n .  
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Table 4 

S / I  HISTORIES FOR CASE EF5A 

Optimum, f ixed  weights f o r  t h i s  case y i e l d  output  S / I  of 54.4 dB. 

I f  the weights were f ixed  at  the t h e o r e t i c a l  mean t o  which they con- 

verge f o r  g = 1000, output  S / I  would be  53.4 dB. 

the weights t h e o r e t i c a l l y  cause about another 0.4 dB loss. 

w a s  no t  run  long enough t o  approach l i m i t i n g  performance. 

The f l u c t u a t i o n s  of 

This  case 

CASE DD4 

T h i s  case d i f f e r s  from EF5A only i n  that no i se  power per channel 

is ga in  is 10,000, and f i l t e r  time cons tan t  i s  1,500,000. The 

s imulat ion w a s  run f o r  25,000 s t e p s ,  which allows t h e  lengthy compari- 

son of Table 5. T h e  characteristic va lues  and o the r  n o m 1  parameters 

are similar t o  those f o r  case EF5A, except f o r  t h e  las t ,  o r  no i sep  

channel,  f o r  which T~ = 1,500,000. 

Table 5 

S / I  HISTORIES FOR CASE DD4 

t 

0 
20 
40 
60 
80 
100 

Theory 

3.3 
9 .o 

12.8 
1 4 . 5  
15.2 
15.8 

Simulation 

3.3 
8.0 

12.8 
13.8 
14.5 
14.4  
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Table 5 (Cont*d) 

For t h i s  case t h e  optimum performance poss ib le  is  around 69 dB. 

Allowing f o r  t he  f i n i t e  gain,  t h e  expected value f o r  t he  weight vec tor  

would give S / I  = 68.4 dB. 

CASE ED5A 

In  t h e  preceding th ree  examples t h e r e  have been more adapt ive 

channels than independent i n t e r f e r i n g  sources.  The ?resent  case 

r e t a i n s  t h e  in t e r f e rence  configurat ion of t h e  o the r  th ree ;  however, 

t h e  a r ray  is reduced t o  four  elements. Three elements are equal ly  

spaced on a circle of rad ius  0.5 wavelength, wi th  t h e  four th  a t  t h e  

center  

The parameters i n  normal coordinates are given i n  Table 6. 

Table 6 

NORMAL PARAKETEXS FOR CASE ED5A 

2 
IS,l 

0.52 

0 e 000062 

0.78 

2.7 1 -42 O.OOOOO54 3.5 I 
0.000053 

0.000000 

0.000173 

0.005138 
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t Theory 

0 2 .0  
25 6 .0  
50 7 . 1  

100 7.2  

Theoret ical  optimum S / I  is 7 . 3  dB. Computed and simulated 5, 

h i s t o r i e s  are given i n  Table 7 .  

Simulation 

2 .0  

6 . 8  
7 . 1  

Table 7 

S / I  HISTORIES FOR CASE ED5A 

From Table 6 it is apparent t h a t  s i g n i f i c a n t  i n t e r f e rence  reduction 

occurs i n  a l l  fou r  normalized channels. The poor performance poss ib l e  

i n  t h i s  case is  achieved e a r l y ,  however, s i n c e  i t  occurs by t h e  t i m e  

t h e  a c t i v i t y  i n  channels 2 and 3 has begun t o  s e t t l e  down. 

The t a b l e s  of normal parameters can b e  used t o  make rough estimates 
2 and N(m>/g2, which give of s e t t l i n g  t i m e s .  

t h e  i n i t i a l  and u l t ima te  interference-plus-noise contr ibut ions f o r  each 

normal channel. I f  one determines which channels experience a s i g n i f i -  

cant reduction i n  N ,  then t h e i r  e f f e c t i v e  t i m e  constants ,  T are the  

only ones inf luencing t h e  o v e r a l l  s e t t l i n g  t i m e .  

t i m e  constants  up t o  7 3  matter; hence s e t t l i n g  should occur i n  a few 

mul t ip l e s  of 7 3  s t eps .  The simulation had about 56 dB of a poss ib l e  

5 8 . 3  i n  200 s t eps .  

Consider t h e  columns N(o)/g 

i’ 
In  case EG5A only 

In  case EF5A t h e  N f o r  channel 5 has t o  be reduced 

by a f a c t o r  of about 250 t o  approach the  t h e o r e t i c a l  performance. Thus 

ac t ion  is required i n  a channel whose e f f e c t i v e  t i m e  constant is  near 

10,000. The DD4 case, which had s i m i l a r  normal parameters, took about 

20,000 samples t o  ge t  t o  t h e  performance l i m i t  (DD4 had N = 10 so  

i t s  u l t ima te  performance w a s  b e t t e r  than t h a t  of t h e  EF5A case) f o r  

t he  EF5A case. 

-6 
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t i o n  (25) f o r  t he  e ra output no i se  due t o  slow f luc tua t ions  

e i t h e r  g or  T t o  keep t h a t ~ e x c e s s  i n  the  weights may be used t o  choo 

a t i o n  of two e x t r  s t o  a usefu l  r u l e  

e appl ied d i r e c t l y  i n  t h e  o r i g i n a l  coordinates.  The two 

ea occur when (1) ehe power i 

els and (2) when on 11 the  power and t h e  

remainder none. 

CASE 1: ALL Xi EQUAL 

L e t  p denote t h e  t o t a l  power from a l l  i n t e r f e r i n g  sources and 

Chi channel no i se  and l e t  c be t h e  n 

implies each Xi = p and the  f r a c t i o n a l  excess no i se  is 

er of channels; then C Xi = cp = 
i 

The last  approximation r equ i r e  

t h e  case. 

gp >7 1, which w i l l  near ly  always b e  

CASE 2: ONE BIG X 

Put h1 = C hi = cp and X = O D .  = 0; then 2 
m a . - +  
L L L  

E =  

j u s t  as f o r  case 1. This coincidence suggests  t h a t  Eq. (29) should be 

era1 guide f o r  choosing g and T. I f ,  f o r  ex 

be iess than 0.1, then Eq, (29) requi res  t h a t  

T - >  5 pc ~ 

I3 
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Equation (30) can form t h e  b a s i s  of a f i r s t  at tempt a t  an AGC 
scheme, I f  t h e  f i l t e r  t i m e  constants  have been f ixed ,  4. (30) pro- 

vides  an upper l i m i t  on t h e  allowable g. 

t h i s  l i m i t  w i l l  lead t o  excessively sho r t  e f f e c t i v e  time constants  

and excessive f luc tua t ions  i n  t h e  weights. 

can be estimated by pu t t ing  a square l a w  envelope de tec to r  on one 

chann’el and smoothing i ts  output. 

Values of g g rea t ly  above 

The t o t a l  channel power p 
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Widrow, et aZeC3) discuss  a n - d e r  of v a r i a t i o n s  of an adapt ive 

scheme. The one discussed i n  t h i s  s ec t ion  is a simple v a r i a t i o n  

t h a t  is s i m i l a r ,  i n  some respec ts ,  t o  t h e  A scheme. Consider t h i s  

block diagram: 

Symbols and nota t ion  are t h e  same as f o r  t h e  A scheme. However, it i s  

now supposed t h a t  t h e  a r r ay  contains a p i l o t  c o n t r i t u t i o n , , 6 r ,  and t h a t  

a magnified and phase-shifted r e p l i c a ,  y b ,  is known. The p i l o t  modula- 

t i o n  ( including t h e  case of no modulation) is represented by 6 ,  while 

= (r19 0 e - 9  rc)9 as before,  accounts f o r  t h e  r e l a t i v e  magnitudes and 

phases of t h e  p i l o t  cont r ibu t ions  i n  t h e  c channels. n denotes the  

rest of t he  channel a c t i v i t y ,  i n t e r f e rence  p lus  noise .  As f o r  t h e  A 

scheme, i t  is assumed t h a t  no information signal from the  des i red  

source i s  present  i n  t h e  adapt ive loops. * 
From inspect ion of the  sketch,  t h e  weight vec tor  w s a t i s f i e s  

Following the  same l i n e  of argument as f o r  t h e  A scheme leads t o  sinr 

i l a r  r e s u l t s  f o r  t he  mean weight d r i f t  during adaptat ion and f o r  t h e  

equation determining the  u l t imate  equi l ibr ium weights. FOK t h e  mean 

weight d r i f t  
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2 where p = E ( l 6 l  is t h e  p i l o t  power and 

* * 
C = EIu u} = pr  r + M ( 3 3 )  

is t h e  channel covariance matrix. Note t h a t  C i s  t h e  in t e r f e rence  co- 

var iance matrix p lus  a cont r ibu t ion  due t o  t h e  p i l o t  s igna l .  

Since C i s  Hermitian and p o s i t i v e  d e f i n i t e  a l s o  (channel no i se ,  

f o r  example, never vanishes) ,  a un i t a ry  t ransformation,  Q, and a set 

of c h a r a c t e r i s t i c  numbers p 

t h e  q u a n t i t i e s  involved are transformed t o  normal coordinates ,  

* 
exist  f o r  which C = Q d iag  Ipi)Q . I f  i 

u Q = v  r Q = q  w Q = y ,  

then Eq. ( 3 2 )  reduces t o  the c independent equations 

whose so lu t ions  €or  s i n g l e  time cons tan t  smoothing are 

The f i l t e r s  are assumed t o  be i n i t i a l l y  empty; hence y ( o )  = 0. 

accounts f o r  t h e  nega t ive  s i g n  i n  Eq. ( 3 4 ) .  It i s  i n t e r e s t i n g  t o  com- 

pare  t h e  f o r m  of Eqls.. (14) and ( 3 4 ) .  Motice, however, t h a t  t h e  char- 

a c t e r i s t i c  numbers, 

i s t i c  numbers 

t h e  same f o r  t he  A and W schemes, one would expect a l l  t h e  1.1 t o  be 

s l i g h t l y  g rea t e r  than t h e  corresponding X because of t h e  added p i l o t  

cont r ibu t ion ,  and i f  t h e  n er of channels exceeds the  number of 

independent sources ,  then one would expect t h e r e  t o  be one less "noise" 

channel f o r  t he  matr ix  C i n  t h e  W scheme than f o r  t h e  matr ix  M. 

This 

i n  E q -  ( 3 4 )  are d i f f e r e n t  from t h e  character-  

I f  t h e  in t e r f e rence  environments are 
% s 

X i s  i n  Eq. (14). 

i 

i 
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In  order f o r  t he  weights t o  behave anything l i k e  Eq. ( 3 4 ) ,  i t  i s  

necessary t h a t  t h e  smoothing be s u f f i c i e n t l y  g r e a t  s o  t h a t  t h e  effec-  

t ive  t i m e  constants ,  (l+gpi)/T9 are g r e a t e r  than the  t i m e  necessary 

t o  ob ta in  a good estimate of E(u 6 )  = pr  Otherwise, instead of t h e  

t e r m  ypr i n  Eq.  (32) the re  should be a term of t h e  form f ( t ) r  

represent ing t h e  gradual build-up of t h i s  reference.  This t op ic  is 

discussed f u r t h e r  a f t e r  some examples. 

* * 
* * 

For t h e  u l t ima te  equilibrium weights,  Eq. (32)  implies 

* -* -* = g(ypr * - p r  r w  - 

o r  

Since t h e  parenthesis  on t h e  right-hand s i d e  is  a complex scalar, Eq. 
(35) implies t h a t  as g + t h e  s o l u t i o n  w tends t o  a value propor- 

t i o n a l  t o  t h e  i d e a l  weights given by Eq. ( 4 ) .  

and gain are g r e a t  enough t h e  W scheme approaches i d e a l  performance. 

,* 
Thus, i f  t h e  smoothing 
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VIII. COMPARISON OF A AND W SCHEME3 

Some idea  of what t o  expect may be had by comparing the  bas i c  

equations f o r  t h e  two schemes. It is c l e a r  t h a t  both 

-1 * * * *  
A: g w = r  - S ( u u w )  ( 6 )  

and 

W: 
* -1 * 

g w = yS(u 6 )  - 

schemes are continuously est imat ing t h e  channel covariance matr ix ,  

s i n c e  f o r  adequate smoothing S(u uw ) w S(u u)w . 
S(u u) approximates M, t h e  channel covariance matr ix  f o r  i n t e r f e rence  

only. For t h e  W scheme, S(u u) approximates pr r + M, which is a 

covariance matrix f o r  one more source. I f  M has rank less than c and 

t h e  des i red  signal is not on a ray t o  one of the  i n t e r f e r e r s ,  then 

pr  r + M has rank c + 1 and i t  would appear t h a t  t he  W scheme has a 

more d i f f i c u l t  t ask .  

* *  * -* 
For t h e  A scheme, * 

* * 

* 

A more important d i f fe rence ,  however, is  i n  t h e  f i r s t  t e r m .  Since 
18 * 

S(u 6 )  approximates p r  

estimate r ~ a vec tor  suppl ied c leanly  i n  t h e  A scheme. 

ference is  very heavy, t h e  f luc tua t ions  n 6 i n  u 6 = 6 6r + n 6 w i l l  

be  very g rea t  and much more smoothing w i l l  be  required t o  produce a 

clean enough estimate of K 

t h e  W scheme is a l s o  using t h e  known p i l o t  t o  

If t h e  i n t e r -  
* 

* * * *  * 

* 
It i s  i n t e r e s t i n g  t o  note  t h a t  one method of operat ion proposed 

i n  Ref. 3 f o r  a scheme is  t o  connect t h e  input  channels a l t e r n a t e l y  

t o  t h e  real world and t o  a synthesized,  c lean,  beam-foaming s i g n a l ,  

ar while  applying a and zero a l t e r n a t e l y  t o  the  p i l o t  input terminal  

(where y6 e n t e r s  i n  t h e  sketch on p. 2 0 ) .  The above comparison sug- 
g e s t s  that i f  the e x t r a  e f f o r t  of generat ing the  beam-forming vector  

r 

sch@me d i r e c t l y .  

t o  estimate 1: 

* 

* 
is  t o  be expended, i t  might be simpler and b e t t e r  t o  use  the A 

The main advantage of t h e  w sch is i ts  a b i l i t y  * 
when provided only with a p i l o t  signebl. 

The following example provides one i l l u s t r a t i o n  of t he  conver 

of both the A and W schemes under s imi l a r  condi t ions.  The behavior of 
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W Scheme 
P i l o t  Power 

1 0 ' 1  1 0-1 0.01 

I 

t h e  W scheme i s  given fo r  severa l  p i l o t  l eve l s .  For comparison, t he  

A scheme w a s  run a t  seve ra l  values  of T~ t h e  idea  being t h a t  fox a 

f a i r  comparison one should use a 'I that leads  t o  about the  same u l t i -  

mate f l u c t u a t i o n  i n  S/I values  about their equilibrium value.  A l l  t he  

W cases s e t t l e d  down t o  S/I of about 46.7 dB while t he  A cases s e t t l e d  

somewhat higher.  

43.7 dB l e v e l  (3  dB from W scheme's asymptote). 

t he  source and element configurat ion of case EG5A on p. 1 2 .  

ne1 no i se  w a s  10 i n  both cases. Other pe r t inen t  parameters are as 

follows. 

The times given below are those t o  c ros s  the  S / I  = 

Both examples are f o r  

The chan- 
-4 

W scheme: T = 5M, g = 50K, l o c a l  p i l o t  always inser ted  a t  un i ty  

power l e v e l .  Incoming p i l o t  s igna l  at l e v e l s  10, 1, 0.1, and 0.01 

r e l a t i v e  t o  power i n  each of f i v e  i n t e r f e r e r s .  

A scheme: g = 10K, T = 0.5M, lM, and 2M fo r  three A cases. The 

T that produce the same eventual S I 1  f l u c t u a t i o n  as the W cases i s  

somewhere between lM and 2M. 

A Scheme 

0.5M I lM I 2M T 

I I I I I 

Table 8 

1.5 

COMPARISON OF A AND W SCHEMES 

1.4 0.8 1.6 2.2 1.1 0.4 

Item 

T i m e  t o  reach 43.7 dB, 
sample u n i t s  

Ultimate S/I f luc tua-  
t i o n ,  dB 

155 175 1 570 1 4200 11 56 1 82 1 160 
, The r e s u l t s  i n  Table 8 demonstrate t h e  importance of p i l o t  power 

i n  determining t h e  s e t t l i n g  time of t h e  W scheme, Some l i g h t  is  shed 

on this  by consider ing the  r a t i o  of t h e  use fu l  re ference  power t o  t h e  

f l u c t u a t i o n  power i n  the t e r m  u 6 = 6 6 r  f n 6 .  If i i s  t h e  t o t a l  

i n t e r f e rence  power, then t h e  pi lot- to- interference r a t i o  i s  p / i .  I n  

order  f o r  the W scheme t o  se t t le  down, u 6 needs s u f f i c i e n t  smoothing 

to  produce ECu 6 )  = p r  with an acceptable  l e v e l  of r e s idua l  f luctua-  

t i on ,  The number of independent samples t o  be smoothed i n  order  t o  

* * *  * 

* 
* * 
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reach a given output  p / i  v a r i e s  inverse ly  with the p i l o t  power, p. 

This r e l a t i o n s h i p  seems t o  be roughly followed f o r  t h e  lower l e v e l s  

of p i n  Table 8. 

The f l u c t u a t i o n s  about eventual  equi l ibr ium f o r  t h e  W cases are 

a l l  i n  t h e  1 t o  1.5 dB range, so a f a i r  comparison A case would be one 

w i t h  T about 0.8M, f o r  which t h e  time t o  reach 43.7 dB would be about 

78, In t h i s  example the A s is  two o r  three t i m e s  as f a s t  as t h e  

W scheme, depending on w h a t  pi lo t - to- in te r fe rence  r a t i o  one considers  

p r a c t i c a l .  
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